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Abstract Wireless networking in the Internet of Things is
a challenging problem because a huge amount of devices
in a relatively small region need to be interconnected. Par-
ticularly, the carrier sensing multiple access with collision
avoidance (CSMA/CA) operation of IoT devices is not
viable solution, since dense network leads to high channel
contentions. Moreover, given an intensive network traffic
load, long queues or even queue overflows are expected,
which further deteriorates network performance. To address
these issue, multichannel medium access is proposed and
it attracts great attention recently. In this paper, we firstly
establish models based on combinatorics theory to analyze
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the performance of dynamic multichannel medium access.
Then, a Cross-layer Cooperative Multichannel Medium
Access (CCMMA) is proposed to effectively avoid channel
contentions by enabling neighboring devices to commu-
nicate on orthogonal channels. The CCMMA also intro-
duces a routing-enhanced mechanism that enables relaying
nodes to wake up intelligently if there is incoming traffic,
that successfully mitigates delay and queue overflow prob-
lems caused by low-power operation of IoT devices. The
performance of CCMMA is evaluated through extensive
simulations. The results show that it provides significant
improvement in terms of quality of service over existing
solutions.

Keywords Internet of things · Multichannel access ·
Extremely dense network · Cross layer design

1 Introduction

Over the past decade, it has been witnessed the rapid devel-
opment in Micro-Electro-Mechanical Systems (MEMS),
wireless communication and embedded system. These tech-
nological advancements contribute to an exciting paradigm,
the Internet of Things (IoT), which has drawn great attention
from both academia and industry [1–4]. The IoT technology
aims at a smart world where objects in our daily life will be
capable of sensing environments, communicating and inter-
acting with each other. It will essentially change people’s
lives, making us healthier, environment more friendly and
service more convenient.

One of the most important characteristics in IoT is the
huge number of devices. Thanks to the cloud computing
and massive data processing [5], storage [6], and encrypted
searching [7–9] techniques, it becomes feasible to deploy
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a large-scale IoT system where hundreds of nodes are
connected, including doors, windows, lights, appliances,
switches, and air conditioner. The node density of the result-
ing system can easily reaches one device per square meter
on average. This also implies thousands of smart devices in
a building and hundreds of millions of devices in a city.

In a smart building, for example, a residential sensing
systems is presented in [10], where over 1200 sensors are
deployed in 20 homes to form a wireless mesh network.
PresenceSense [11] deploys acceleration sensors, ultrasonic
sensors and WiFi access points in commercial buildings
for non-intrusive detection of individual’s presence. Vigil
[12] is a real-time distributed wireless surveillance system
that can be used in both outdoor and indoor environments.
Caraoke [13] is an e-toll transponder network where readers
are deployed on street lamps to query nearby transponders.
GreenOrbs [14] is a large-scale wireless sensor network
system for long-term ecological monitoring in the forest.
The sensors collect diverse environmental information and
report to the sink node. Sensors can also be deployed in
an underwater environment to monitor water quality infor-
mation [15, 16]. ShakeAlert [17] is deployed in the west
coast of the United States for early earthquake warning. In
addition, large amount of acoustic sensors are deployed to
detection and track moving targets in real-time in a battle
field environment [18–20].

Given the huge number of smart devices in IoT, efficient
and reliable communication among devices becomes a chal-
lenging problem. The challenges are listed as follows. (1)
A dense network always implies high channel contentions.
Particularly, in an event-driven system where multiple nodes
may detect abrupt events at the same time, and transmit a
large volume of data simultaneously, resulting in a harsh
communication condition. (2) It has been proved that con-
ventional Carrier Sense Multiple Access (CSMA) based
algorithms do not efficiently handle burst traffic, and thus
network performance deteriorates drastically [21–23]. (3)
To save energy, devices often operate in a low-power mode.
This will pose challenges because duty-cycling wake-up
schedules on nodes may cause extra network delay [24, 25].
When a node reports data to the sink node, for example, it
has to wait for a long time until the forwarding node wakes
up, causing network delay. Moreover, devices may gener-
ate and transmit a huge amount of multimedia data, which
will cause the queue length on each node increases sharply,
leading to a buffer overflow on queues in the network.

To address these challenges, we present an efficient
medium access protocol for a high-density IoT system.
Firstly, an analytic model based on combinatorics theory is
provided to understand the performance of dynamic mul-
tichannel Medium Access Contorl (MAC) protocols. We
learn that random channel switching cannot make the best
use of spectrum resource, especially, in a high data rate

network. To this end, we introduce a cooperative multichan-
nel access mechanism to fully utilize spectrum resource.
Secondly, we design a routing-enhanced mechanism based
on Time Division Multiple Access (TDMA) optimization
mechanism, which not only further eliminates internal con-
tentions but also accelerates data delivery in the network.
Since nodes wake up in a ripple fashion, the routing-
enhanced mechanism also efficiently addresses the issue of
queue overflow problem.

The rest of the paper is organized as follows. Section 2
describes the related work. Section 3 presents system model
and theoretical analysis of existing random channel assign-
ment approaches. The details of the CCMMA protocol and
its theoretical performance are provided in Section 4. Simu-
lations and results analysis are shown in Section 5. Finally,
Section 6 concludes the paper.

2 Related work

In this section, we review the research works in two areas:
multichannel Medium Access Control (MAC) and gradi-
ent routing protocol. For MAC, we focus on multi-channel
assignment protocols applied in dense networks. For gradi-
ent routing protocols, we target at how the gradient informa-
tion is used to achieve efficient routing, which will be used
in the proposed routing-enhanced mechanism.

2.1 Multichannel MAC protocols

In recent years, multichannel medium access attracts grow-
ing attention from the research community [26, 27]. This
is mainly because recent wireless devices already support
multi-channel communications. In addition, medium access
with only one single radio channel cannot provide timely
and reliable data delivery.

MMSN [28] is the first multi-channel MAC protocol for
sensor networks. It introduces four static channel assign-
ment schemes, and users could choose one of them, accord-
ing to their network environment. Y-MAC [29] is a control
channel-based protocol that uses a dedicated control chan-
nel and several data/service channels for multi-channel
transmissions. The sender and receiver first negotiate on
the control channel and then both switch to a mutually
agreed data channel to transmit data. The above-mentioned
methods improve network performance because interfer-
ence from internal nodes is avoided. Unfortunately, they are
vulnerable to external interference generated by other wire-
less communications using the 2.4 GHz Industrial Scientific
Medical (ISM) band.

In order to mitigate external wireless interference, a
dynamic multi-channel control protocol is introduced in
MuCHMAC [30]. In this protocol, each receiver switches its
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channel frequently based on an independent pseudo-random
sequence. A sender can deduce its receiver’s channel if the
same pseudo-random sequence is used. When node density
increases, neighboring nodes may choose the same channel
at the same time, leading to network collisions. To address
this issue, MuCHMAC presents a TDMA timing optimiza-
tion mechanism in which a duty cycle period is further
divided into time slots and a node randomly selects one time
slot o wake up. Therefore, the probability of multiple nodes
use the same channel in the same time slot reduces largely.
We find the TDMA timing optimization not only can help
to avoid internal contentions, but also has the potential to
address the delay and overflow issues lead by duty cycling
wakeup among IoT devices.

Similar to MuCHMAC, EM-MAC [31] is another
dynamic multichannel protocol in which a sender pre-
dicts the receiver’s channel based upon the corresponding
pseudo-random function. The wake-up schedule of each
node in the network is generated according to a pseudo-
random number function. Furthermore, the channel blacklist
mechanism in EM-MAC enables a sensor to avoid using
bad channels that are interfered by other devices. MiCMAC
is proposed in [32] which is a channel-hopping variant of
ContikiMAC [33] and independent of upper layers of the
protocol stack. Experimental results demonstrate that inte-
grating low-power mode and channel hopping technique is
an effective and practical solution to mitigating interference
in large-scale sensor networks.

2.2 Gradient routing protocols

One important type of routing protocols in multi-hop wire-
less network is the gradient-based routing protocol [34–37].
According to the protocol, each node in the network is
assigned a degree. The value of the degree is calculated
based on several metrics, e.g., hop-count, expected delay,
and/or residual energy. The degree value of the sink node is
usually the lowest, and nodes that are farther from the sink
usually have larger degree values. Therefore, in a multi-hop
wireless network, data is transmitted from the nodes with
higher degrees to lower degrees and finally to the sink node.

GBR [38] is a typical gradient routing protocol where a
beacon message is flooded through the entire network and
it keeps the number of hops in the flooding process. In this
way, every node reveals its degree to the sink node, and a
gradient network is formed. When a node wants to report
information, it sends data to the neighboring node with the
lowest degree value.

Collection Tree Protocol (CTP) [39], the de-facto stan-
dard collection protocol in TinyOS (a famous operating
system for IoT), is another gradient-based routing protocol.
In CTP, Expected Transmissions (ETX) is used to build the
gradient network. Beacons are broadcasted in the network to

update the degree value on each node, and thus maintaining
a routing topology. To reduce the overhead of broadcast-
ing beacons, an adaptive beaconing mechanism is proposed.
When the network topology is relatively stable, fewer bea-
cons are sent; when the network topology keeps changing,
the adaptive beaconing mechanism is triggered to send more
beacons.

The Working Group IETF Routing Over Low power and
Lossy networks (ROLL) [40] concentrates on standardiz-
ing routing protocol for Low power and Lossy Networks
(RPL). The fundamental building block of the RPL rout-
ing protocol [41] is the gradient routing. It supports traffic
flows including multipoint-to-point, point-to-multipoint and
point-to-point communications.

3 System models

This paper focuses on efficient and reliable communications
among devices in a dense IoT system. Specifically, we study
multichannel medium access under TDMA-based scheme.
The objective is to efficiently allocate multiple wireless
channels to devices because multichannel rendezvous is
the fundamental problem in multichannel MAC protocol
design. As discussed in the related work section, existing
multichannel MAC protocols can be roughly categorized
into two groups: static and dynamic multichannel MACs.
The dynamic approaches can be further categorized into
protocols with control channels (such as Y-MAC) and pro-
tocols without control channels (such as MuCHMAC). We
are focusing on the dynamic multichannel protocols with-
out control channel because this type of approach is more
suitable for Internet of Things applications. In the dynamic
multichannel MAC protocols, time division multiple access
(TDMA) plays a critical role in channel management.
Therefore, in this section we first introduce the TDMA-
based network model, and then analyze the performance of
dynamic multichannel protocols without control channel.

3.1 Network model

We consider the scenario where a great amount of devices
are densely deployed in a target field. Each node is equipped
with a radio that can be tuned into different channels. As
shown in Fig. 1, the lifetime of the entire network is divided
into several fixed-length duty-cycle periods. Each duty-
cycle period is further divided into several time slots, e.g.,
four time slots in a duty-cycle period in Fig. 1.

With the TDMA timing optimization scheme, a device
working in in low-power mode wakes up briefly for chan-
nel sensing in a randomly chosen time slot of a duty-cycle
period. If traffic is present, it remains awake for this
time slot to receive data. Otherwise, it goes back to the



Peer-to-Peer Netw. Appl. (2018) 11:504–517 507

Fig. 1 The lifetime of a network is divided into several blocks and
each block corresponds to a duty-cycle period. Each duty-cycle period
is further divided into several time slots. In a duty-cycle period, a node
randomly selects one time slot for channel polling

sleep model after channel polling, using the Clear Chan-
nel Assessment (CCA) technique. In the example shown in
Fig. 1, a node continues polling the channel in the duty-
cycle periods a, b, c and d at their 3rd, 1st, 1st, and 4th
time slots, respectively. During the 3rd time slot of duty-
cycle period a, the node wakes up and performs CCA. The
CCA result indicates the channel is busy, so it switches to
the reception mode to receive data. For the other three cases,
as CCA results indicate the channel is clear, i.e., no traffic,
the node switches to sleep mode.

When a node intends to send packets, it competes the
channel with others. If it wins, e.g., at the 2nd time slot
of duty-cycle period c, the node first sends short pream-
bles to the intended receiver, and starts data transmission
if an acknowledgement (ACK) packet is received from the
receiver [42]. If it fails due to others transmitting packets,
e.g., at the 1st time slot of duty-cycle d, the node goes to
sleep mode and attempt to retransmit the packets in the next
duty-cycle period.

3.2 Analyzation of dynamic multichannel MAC

Existing dynamic multichannel protocols without control
channel usually switch channels based on a pseudo-random
sequence. In the following, we mathematically analyze its
performance. Table 1 shows the nomenclature of variables
used for analyzing the network performance of multichan-
nel access protocols. Here, we consider the cases where
there are n nodes (within the communication range) com-
peting for m channels.

Case (I) We first consider a low data rate situation. S(n, k)

is used to denote the number of ways assigning k channels
to n nodes, i.e., number of ways of partitioning a set of n

elements into k nonempty subsets.

S(n, k) = 1

k!
k∑

j=1

(−1)k−jC
j
k jn (1)

Table 1 Nomenclature of the multichannel access model

Notation Description

n Number of nodes within the communication range

m Number of channels available on a node

S(n, k) Number of assignments of k channels on n nodes

P(m, n, k) Probability that exactly k nodes successfully access

a channel given n nodes and m channels

N(m, n) Expected upper bound of the rounds needed for n nodes

finishing their transmission given m channels available

E(m, n) Expected times of a node attempting to access the

channel until it succeeds

P(Ai) Probability that a node obtains a channel in the ith round

Let P(m, n, k) denote the probability that exactly k

nodes obtaining the channels given that n nodes competes
for m channels. There are mn possible ways of assigning
m channels to n different nodes, and Ck

m possible choices
of k channels from m channels. Therefore, we obtain the
following equation

P(m, n, k) = S(n, k)Ck
mk!

mn
(2)

We use N(m, n − k) to denote the expected maximum
number of rounds needed for the remaining (n − k) nodes
to finish their transmission. We know N(m, 0) = 0 as the
all nodes had finished their transmission. As a result, the
expected upper bound of all nodes finishing their transmis-
sion can be calculated as

N(m, n) = 1 +
min{m,n}∑

k=1

P(m, n, k)N(m, n − k) (3)

On the other hand, let E(m, n) denote the expected times
that a node competes until it obtains the channel:

E(m, n) =
min{m,n}∑

k=1

P(m, n, k)Q(m, n, k)

n
(4)

where Q(m, n, k) = (n− k) ∗ (E(m, n− k)+ 1)+ k. In the
extreme case where n = 0, we have E(m, 0) = 0.

Case (II) Next, we consider a high data rate situation.
Let N(m, n, a) denote the remaining expected number of
turns when a new nodes (nodes that winning in contention
and generating new packets after a while) had finished
transmitting data.

For (n − a) old nodes (nodes that holding the old packet
due to fail in contention) and a new nodes, they compete
for channels and suppose k of them obtain the chance to
transmit, then probability that i old nodes obtain the chance

to transmit is equal to
Ci

n−aCa
k−i

Ck
n

.
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Finally, We obtain Eq. 5. Initially, N(m, n, n) = 0 means
all the n nodes had sent packets, and we need to com-
pute N(m, n, 0) as the expected upper bound of all n nodes
finishing their transmission.

N(m, n, a) = 1 +
min{m,n}∑

k=1

Q(k, a)P (m, n, k) (5)

where,

Q(k, a) =
min{k,n−a}∑

i=max{0,k−a}

Ci
n−aC

a
k−i

Ck
n

N(m, n, a + i) (6)

Similarly, let E(m, n, a) denote the expected times
needed to wait for each remaining node after a nodes had
finished transmitting data. Initially, E(m, n, n) = 0 means
all the n nodes had finished transmitting data. We need to
compute E(m, n, 0) of Eq. 7:

E(m, n, a) =
min{m,n}∑

k=1

R(k, a)P (m, n, k) (7)

here,

R(k, a) =
min{k,n−a}∑

i=max{0,k−a}

Ci
n−aC

a
k−i

Ck
n

∗ Q(m, n, a) (8)

Q(m, n, a) = (E(m, n, a + i) + 1) ∗ (n − a − i) + i

n − a
(9)

Table 2 gives the upper bound of random channel switch-
ing in low data rate and high data rate (corresponding to
Eq. 3 and N(m, n, 0) of Eq. 5). The more the contending
nodes are, the severer the congestion become, especially in
high traffic loads. For example, when there are 6 contend-
ing nodes with 3 available channels, the expected bound is 3
and 5 in case I and II, respectively. This means it needs three
time periods for all the six nodes finishing packet transmis-
sion in low traffic loads and five time periods in high traffic
loads.

Table 2 Expected bound of random channel switching

Nodes 1 2 3 4 5 6 1 2 3 4 5 6

Channels

1 1 2 3 4 5 6 1 3 6 9 12 15

2 1 2 3 3 4 4 1 2 3 5 6 8

3 1 2 2 3 3 3 1 2 3 3 4 5

4 1 2 2 2 3 3 1 2 2 3 4 4

5 1 2 2 2 3 3 1 2 2 3 3 4

6 1 2 2 2 2 3 1 2 2 2 3 3

Case I Case II

4 Cross-layer cooperative multichannel medium
access (CCMMA)

Based on the previous analysis, we find random channel
access scheme has some limitations in effectively assign-
ing multichannel to different nodes in a network. We
address this issue by proposing a cooperative multichan-
nel medium access (CMMA) scheme. When the number of
nodes increases or the available wireless channels becomes
less, it is possible for multiple nodes to choose the same
channel in CMMA. To achieve this goal, we adopt the
TDMA timing optimization technique and leverages the
routing information to efficiently assign channel polling
time slot to nodes. With the innovative cross layer coopera-
tive multichannel medium access (CCMMA) scheme, many
key metrics of QoS (Quality of Service) are significantly
improved, such as network congestion, throughput, fairness,
delivery rate, delay, and jitter.

4.1 Cooperative multichannel access

To take full advantage of the scarce spectrum resource,
we present a cooperative multichannel access mechanism,
where neighboring nodes select listening channel in each
duty-cycle period according to Latin rectangle. Let Zn

presents a set consisting of n elements. A k × n Latin rect-
angle is a k×n matrix (k ≤ n) that chooses entries from the
set Zn, and any element occurs no more than once in each
row and column [43]. For example

L5×8 =

⎛

⎜⎜⎜⎜⎝

1 2 3 4 5 6 7 8
2 3 4 5 6 7 8 1
3 4 5 6 7 8 1 2
4 5 6 7 8 1 2 3
5 6 7 8 1 2 3 4

⎞

⎟⎟⎟⎟⎠

is a Latin rectangle with 5 rows and 8 columns. Every
row contains all elements of set Zn, but no column con-
tains a duplicate element. This feature is quite attractive
for medium access using multiple channels. Let we con-
sider columns in Latin rectangle L as time periods in a
frame, and regard the Zn as the set of available channels in
the network. If each node selects one of rows in L as its
channel switching sequence, no one would listen a repeat
channel in the same duty-cycle period. Therefore, the spec-
trum utilization reaches maximum. Analytical formulations
in aforementioned two traffic situations are presented in the
following.

Case (I) The expected upper bound and the expected num-
ber of a node wins the channel can be calculated by Eqs. 10
and 11 respectively.

N(m, n) =
⌈ n

m

⌉
(10)
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E(m, n) =

� n
m�∑

i=1
i

⌈
n
m

⌉ (11)

Case (II) As m channels are assign to n nodes, hence at
most

⌈
n
m

⌉
nodes compete for the same channel, then we

analyze the expected number of turns needed for
⌈

n
m

⌉
nodes

to finish transmitting data.
Let F = ⌈

n
m

⌉
, and then N(a, F −a) denote the expected

number of turns needed to make the remaining a nodes
finish transmitting data after (F − a) nodes had already
obtained the chances to transmit data. Then we have the
recurrence relationship as follows:

N(a, F − a) = 1 + F − a

F
N(a, F − a)

+ a

F
N(a − 1, F − (a − 1)) (12)

At last we obtain the recurrence relationship as follows:

N(a, F − a) =
{

0 a = 0
F
a

+ N(a − 1, F − a + 1) a ≤ F
(13)

We need to compute N(F, 0) and the result is

N(F, 0) = F

F∑

i=1

1

i
=

⌈ n

m

⌉ � n
m�∑

i=1

1

i
(14)

With respect to the expected counts that a node competes
for channel until it finishes packet transmission, the result
can be obtained through Eq. 15:

E(m, n) =

⎧
⎪⎨

⎪⎩

1 n ≤ m
+∞∑
i=1

P(Ai |
i−1∏
j=1

Āj ) × i n > m
(15)

where, P(Ai) represents a node wins the channel at ith

contention. Its value can be obtained by Eq. 16:

P(Ai) =
⌈

n
m

⌉

n
× 1⌈

n
m

⌉ + n − ⌈
n
m

⌉

n
× 1⌊

n
m

⌋ (16)

Table 3 Expected bound of cooperative channel switching

Nodes 1 2 3 4 5 6 1 2 3 4 5 6

Channels

1 1 2 3 4 5 6 1 3 6 9 12 15

2 1 1 2 2 3 3 1 1 3 3 6 6

3 1 1 1 2 2 2 1 1 1 3 3 3

4 1 1 1 1 2 2 1 1 1 1 3 3

5 1 1 1 1 1 2 1 1 1 1 1 1

6 1 1 1 1 1 1 1 1 1 1 1 1

Case I Case II

Table 3 gives the expected upper bound of cooperative
channel access in low data rate and high data rate (corre-
sponding to Eqs. 10 and 14). In either case, all nodes can
finish their packet transmission at the first duty-cycle period
as long as the number of available channels is no less than
the number of contending nodes.

4.2 Potential benefit of TDMA timing optimization

The TDMA timing optimization technique allows nodes
to randomly choose time slots to transmit and/or receive
data. Therefore, channel contention is further reduced when
node density is high. However, it does not consider that
the routing information is critical in determining time slot
assignments to further improve QoS. In the following, we
analyze the limitations of exiting TDMA timing optimiza-
tion techniques, and then propose a solution in the next
subsection.

Let P(n) denote the probability that a packet can be
delivered at least n-hop within a single duty-cycle period.
The number of slots divided in a duty-cycle period is
denoted as Ns . Obviously, the chance that a packet can be
delivered in no less than 1-hop is 1, and more than Ns-hop
is 0. Therefore,

P(n) =
{
1 n = 1
0 n > Ns

(17)

In other cases, when relaying nodes wake up after the
packet is received by their downstream nodes, the packet
can be forwarded multiple hops in one duty-cycle period.
Figure 2 show an example, when Ns = 3, if the three suc-
cessive upstream nodes (C, B and A) of sender (node D)
wake up at the 1st , 2nd, and 3th slot respectively, a data
can be transmitted three hops from node D to node A in one

Fig. 2 An example of how nodes poll channels in a 3-hop linear
network topology
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Fig. 3 Multi-hop transmission probability in a single duty-cycle
period with the random TDMA timing optimization technique

period. If node C wakes up at the 3th slot, nodeDwill trans-
mit data at that time, which cannot be sent to the next node
during the same duty-cycle period. Therefore, we can derive
the following equation:

P(n) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Ns−1∑
i=1

i

Ns
2 n = 2

Ns−n+1∑
j=1

j∑
i=1

i

Ns
n 2 < n ≤ Ns

(18)

where Ns
n is the number of whole possible outcomes that

all nodes on a multi-hop path pick randomly out of slots.
The numerator is the number of permutations that a packet
can be delivered at least n-hop within a single duty-cycle
period. Therefore, the probability of a packet forwarded
only n-hop can be captured by P(n) − P(n + 1). Figure 3
provides information on random TDMA schedule’s capabil-
ity of multi-hop delivery within a single duty-cycle period.
Overall, the probability varies slightly. More than 50 %

packets are forwarded only 1-hop in all situations. The per-
centage of packets forwarded less than 4-hop is up to 99.9 %
even though each duty-cycle period is divided into twelve
slots.

4.3 Routing-enhanced mechanism

We exploit a cross-layer design to mitigate the delay intro-
duced by duty cycling techniques as well as maximize par-
allel transmissions. Every node calculates channel polling
slot assignment based on its hop distance to the sink node.
The detail process is presented with the following exam-
ple. In this manner, an intermediate relaying node does not
have to wait for a long time to forward the packet to its next
upstream node. On the other hand, horizontal interference
is eliminated by channel assignment, and slot assignment
eliminates vertical interference.

Figure 4 shows an example of convergecast traffic, where
node S and others are the sink and sensing nodes, respec-
tively. Suppose the working schedule of nodes is repre-
sented by < Ci, Sj >, where Ci means that a node wakes
up at channel Ci , and Sj is the channel polling slot of this
node. Instead of randomly choosing one of slots, the chan-
nel polling slot of each node in our approach is calculated
by the following equation:

Sj = Ns − � mod Ns (19)

where Ns is the number of slots divided in a duty-cycle
period as mentioned above, � is the hop distance to the sink,
which can be easily obtained from gradient-based routing
protocols. The IETF ROLL [40] has based its future stan-
dard on gradient-based routing, since it is easy to implement
for real-world deployments and suitable for applications in
low power and lossy networks [34]. It is worthwhile to note
that hop distance information can be also obtained from
other kinds of routing protocols like on-demand and geo-
graphical routing protocols. Another method to achieve hop
distance information can be done by broadcasting beacon

Fig. 4 An example of
convergecast traffic in a
multi-hop network
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frame. Sink node broadcasts beacon frame with hop 0 peri-
odically. Its neighbors receive this packet and forward the
beacon frame with hop 1, and so forth.

Assuming node K has a packet to send to the sink node
S. With random working schedule, it wakes up to send the
packet to node H at slot 8, and this packet can be forwarded
to node D at slot 9. However, node D has to wait for its next
upstream node B to wake up to receive the packet in the next
duty-cycle period. Finally, the packet arrives on sink node
S at slot 5 of next duty-cycle period. In our approach, all
node along the data forwarding path wake up sequentially
from slot number 6 to 9. It is easy to find that data packets
can be forwarded multiple hops within a single duty-cycle
period and thus additional latency caused by duty cycling
is reduced. Moreover, when burst or high traffic load occur
in the network, multiple nodes send data to the sink node
simultaneously. As shown in Fig. 4b, nodes of the same
depth to the sink node (e.g., node K and node L) send packet
at the same time, but their intended receiver node H and
node I wake up on channel 7 and 8, respectively. Although
both node B and node E’s wake-up channel are channel 6,
they receive packet from node D and node I at different
time. Therefore, the probability of network congestion can
be mitigated.

Unfortunately, when there are not enough available chan-
nels, two nodes (node B and node C in Fig. 4b) maybe wake
up to receive packet at the same time on the same chan-
nel. It is also possible that two nodes (node G and node H

in Fig. 4b) want to transmit packet to the same receiver at
the same time. So collision avoidance and retransmission
must be considered in such cases. In the proposed approach,
nodes with pending data to send wake up and perform
carrier sense at a random point within backoff-window.
The node that detects channel idle sends small pream-
ble messages to occupy wireless medium. Upon receiving
the preamble, the intended receiver sends ACK frame for
acknowledgement and starts to exchange data. If a busy
channel is detected by the node, it aborts transmission until
the next duty-cycle period and goes back to sleep for high
energy efficiency.

5 Performance evaluation

The CCMMA is implemented in the ns-2 network simula-
tor, and Table 4 summarizes the configuration parameters
used in the simulations. The parameters for radios on nodes
are based upon the datasheet of CC2420 radio [44]. Trans-
mission range and carrier sensing range are configured to
simulate several state-of-art sensor nodes [45]. These val-
ues are also the typical setting used in ns-2. The duration
of a duty-cycle period is set to be one second that is
further divided into 5 (or 10) time slots. We change the

Table 4 Simulation parameters

Parameter Value

Tx range 250 m

Carrier sensing range 550 m

Bandwidth 250 Kbps

Duty-cycle period 1 second

Slots divided in single period 5 or 10

Number of available channels 5 or 10

Size of data packet 251 Bytes

Queue length 50 or 200 pkts

Backoff window [31,255]

number of channels from 5 to 10 to evaluate how it affects
network performance. Because various network topologies
have different impacts on network performance, we start our
evaluations from a single-hop scenario and then extend it to
bipartite and multi-hop topologies. In addition to network
delay, we also evaluate the throughput, the queue length, and
queue overflow of CCMMA and existing solutions.

5.1 Single-hop topology

Due to the limited amount of spectrum resources, many
wireless technologies use the same band. For example, Zig-
Bee, Bluetooth and WiFi technologies all operate in the 2.4
GHz ISM band. Therefore, IoT devices are susceptible to
external interference, a major cause of QoS (Quality of Ser-
vice) degradation. Considering a single-hop topology with
an external interfering source, we compare the performance
of CCMMA and several existing solutions, e.g., MMSN,
Y-MAC and MuCHMAC.

In this scenario, two senders and two receivers are
deployed in a small area where Sender 1 transmits packets
to Receiver 1, and Sender 2 transmits packets to Receiver
2. There are two channels, Channel 0 and Channel 1, avail-
able in MMSN, MuCHMAC and CCMMA. In Y-MAC,
there are on control channel, Channel 0, and two data
channels, Channel 1 and Channel 2. The external wireless
interference source continues transmitting data on Chan-
nel 0. In the simulations, we record the transmission states
of Sender 1 and Sender 2 in Fig. 5. The state Success (S)
denotes that a sender successfully transmits packets, and
state Failure (F) means the sender cannot transmit data.

Figure 5 shows the transmission states of Sender1
and Sender2 that run MMSN, Y-MAC, CCMMA and
MuCHMAC protocols. With the MMSN protocol, because
static channel assignment is adopted, we see Channel 0 is
assigned to Sender 1 and Channel 1 is assigned to Sender 2.
In this case, only Sender 2 works and Sender 1 cannot trans-
mit any packets. With the Y-MAC protocol, nodes need to
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Fig. 5 Transmission states of senders in a single-hop topology under external wireless interferences. State S and F denote that a sender
successfully or fails to transmit data, respectively

negotiate on the control channel before any data transmis-
sion. Because the control channel Channel 0 is occupied by
the external interference source both senders are in F states
from time 0 to 25. When the external interference is turned
off at time 26, both Sender 1 and Sender 2 could transmit
packets if Channel 2 is assigned for transmissions.

In CCMMA, both senders could send packets success-
fully as they always use different channels for transmis-
sions. If a sender detects Channel 0 is occupied, it will
switch to Channel 1 next time. Similar to CCMMA, senders
with MuCHMAC dynamically change their communicat-
ing channels. However, random channel selection cannot
efficiently avoid wireless interference, especially, in the sit-
uation of less channels available. For example, Sender 1
fails 4 times and finally transmits successfully at 5th time in
MuCHMAC. Among all existing solutions, we find MuCH-
MAC gives the best network performance. Therefore, we
only compare the performance of CCMMA to MuCHMAC
and simply omit the other protocols.

5.2 Bipartite topology

In a bipartite network, nodes are divided into two sets such
that a node in the first set only connects to a node in the

second set. This network topology is more complicated than
the single-hop topology because parallel transmissions from
several pairs of nodes may interfere with each other. In the
simulations, we change the number of source nodes to sim-
ulate various network densities. Each source node generates
a total of 200 packets. All source nodes are closely deployed
and send packets to corresponding receivers simultaneously,
i.e., they are within the interference range of each other.
To focus on the channel assignment efficiency, we disable
TDMA timing optimization mechanism on both CCMMA
and MuCHMAC in low data generation rate. When data
rate increases, media would be occupied constantly. So the
performance are similar with or without timing division
mechanism.

5.2.1 End-to-end delay

Figure 6a and b show the Cumulative Distribution Function
(CDF) of end-to-end delays of CCMMA and MuCHMAC
protocols in a low data rate situation. The optimal result
is obtained from the simplest bipartite topology, i.e., one
source transmits data to one receiver. Since the duty-cycle
period is 1 second, the optimal end-to-end delays are dis-
tributed uniformly between 0 and 1 seconds. In a moderate

Fig. 6 End-to-end delays of the CCMMA and MuCHMAC and the optimal result under various node densities and data rates
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dense network where 5 nodes are within the transmission
range, there are 66.7 % packets delivered to the receivers by
MuCHMAC within one duty-cycle period, given 5 channels
available. The maximum end-to-end delay of MuCHMAC is
about 4.87 seconds. On the other hand, the end-to-end delay
achieved by CCMMA with 5 and 10 channels is very close
to the optimal values. The reason is that CCMMAmakes use
of most spectrum resources available in the network, thus
reaching maximum spectrum utilization.

The CDF of end-to-end delays in high data rate situa-
tions are shown in Fig. 6c and d. In a dense network where
10 contending nodes are within the transmission range, only
41 % and 63 % packets are transmitted during the first
duty-cycle period by MuCHMAC with 5 channels and 10
channels available, respectively. However, all packets in
CCMMA (10 channels) are delivered within the first duty-
cycle period. Similar to the low data rate situation, CCMMA
achieves much smaller end-to-end delay in both moderate
dense and dense networks than MuCHMAC.

5.2.2 Throughput

Network throughput is a critical metric if applications fea-
ture burst traffic loads. In the following, we evaluate net-
work throughput achieved by CCMMA and MuCHMAC. A
moderate dense bipartite network topology is used here with
5 transmitting nodes and 5 channels. The queue length on
each node is set to be 200 to obtain the maximum through-
put. Figure 7 show the throughput of CCMMA,MuCHMAC
and the optimal result. Because the bandwidth is 250 Kbps
and the size of a packet is 251 Bytes, the maximum
throughput is 124.5 packets/second. The actual optimal
value is 107 packets/second because additional preambles

Fig. 7 Throughput of CCMMA and MuCHMAC and the optimal
results in a bipartite network topology

are added to each packet. We see that the throughput of both
CCMMA and MuCHMAC gradually increases as the data
rate increases. After reaching the highest point, the through-
put goes down due to network congestions. We observe that
the throughput achieved by CCMMA is almost identical
to the optimal one. However, the throughput achieved by
MuCHMAC is lower and decreases quickly when more and
more packets are injected into the network. This is because
the same channel is chosen by multiple nodes in MuCH-
MAC, and only one node wins the competition and transmit
packets.

5.2.3 Fairness

Fairness is another important metric in wireless networks,
especially when smart devices are interconnecting under the
TCP/IP network architecture. We use the well-known Jain’s
fairness index to capture the fairness achieved by CCMMA
and MuCHMAC. The network setting is same as previous
evaluations, where five nodes transmit packets to their des-
tinations with five channels available. The parameter n in
Eq. 20 is 5, and xi is the throughput of the ith node.

f (x1, x2, ..., xn) =

(
n∑

i=1
xi

)2

n
n∑

i=1
xi

2
(20)

Figure 8 shows the result from 50 runs. The fairness
index of CCMMA is always 1 (the best case). This is
because the cooperative multichannel access enables all
nodes to receive the same allocation. However, the fair-
ness index of MuCHMAC fluctuates between 2

5 and 4
5 .

Fig. 8 The performance of fairness by CCMMA and MuCHMAC
from 50 runs
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Furthermore, the fairness index is only 0.4 among 10 % of
the network’s lifetime.

5.3 Multihop topology

In the last group of simulations, we evaluate the network
performance of CCMMA and MuCHMAC in a multhop
topology. In the simulations, we choose a chain topology
where each node is 150 meters away from its upstream (and
downstream) neighboring node and the last node is consid-
ered the sink node. We assume a Constant Bit Rate (CBR)
traffic flows from the source to the sink nodes. The length
of the topology varies from 5 to 20 hops.

5.3.1 End-to-end delay

Figure 9 shows the end-to-end delays achieved by MuCH-
MAC and CCMMA with various lengths of routing paths.
Both the delays increase almost linearly with the num-
ber of hops. However, MuCHMAC has a much bigger
rate of increase than CCMMA. When the path length
is 20 hops, the average and maximum delay of MuCH-
MAC with 10 time slots are 11.64 and 17.41 seconds,
respectively. The values for CCMMA are 2.42 and 2.94
seconds, respectively. We conclude that CCMMA reduces
delay by 79 % compared to MuCHMAC. In MuCHMAC,
a packet is delayed (on average) for a half of duty-cycle
period in each hop, however, CCMMA is able to trans-
mit a packet multiple hops away in a single duty-cycle
period. If a duty-cycle period is divided into 5 time slots,
the overall delay of CCMMA goes up a bit but it is still
much smaller than MuCHMAC. The results also implies
that more slots in a duty-cycle period can better help

Fig. 9 End-to-end delays of CCMMA and MuCHMAC with various
number of channels and routing path lengths

Fig. 10 Jitter performance of CCMMA and MuCHMAC in a 20-hop
chain network topology with different CBRs

CCMMA to improve its delay performance, compared to
MuCHMAC.

5.3.2 Jitter

Figure 10 depicts the jitter performance of CCMMA and
MuCHMAC with different CBRs. When the interval of a
CBR flow is set to be 10 seconds, the jitter of MuCH-
MAC ranges within [−5.3, 6.3] seconds. While the jitter
range of CCMMA is only [−0.1, 0.9] seconds. When the
interval decreases to 0.1 second, the jitter of MuCHMAC
degrades to [−6.59, 18.1] seconds, while CCMMA’s jitters
are within [−0.08, 0.8] seconds. In MuCHMAC, because
nodes wake up randomly and independently, large waiting
time is expected on each hop, i.e., longer the routing path,
larger the jitter. On the other hand, nodes in CCMMA wake
up in a ripple fashion, so the packets do not suffer long
waiting time at each hop.

Fig. 11 Instantaneous throughput of CCMMA and MuCHMAC in a
20-hop chain network topology with different CBRs
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5.3.3 Instantaneous throughput

The instantaneous throughputs of CCMMA and MuCH-
MAC under low and high CBRs are shown in Fig. 11.
We use the throughput achieved on the sink node in every
5-second period to represent the instantaneous through-
put. No matter what CBR interval is, 10 or 0.1 sec-
onds, CCMMA has steady instantaneous throughput. How-
ever, the instantaneous throughput of MuCHMAC fluctu-
ates wildly. The smaller the CBR interval, the larger the
fluctuation.

5.3.4 Queue length

At last, we discuss the average queue length on nodes in
CCMMA and MuCHMAC. The queue size on each node is
set to be 50 packets. We record the queue length on nodes
when the CBR interval is 0.1 second. The queue lengths

Fig. 12 Queue lengths on the a source node and b 10th-hop nodes in
a 20-hop chain network topology when the CBR interval is 0.1 second

on the source node and the 10th-hop node are shown in
Fig. 12a and b, respectively. When the CBR interval is
0.1 second. 10 packets are generated in every duty-cycle
period. The queue length on the source node with CCMMA
is always less than 10. While with MuCHMAC, the queue
length is up to 33. This is because the 2nd-hop node wake
up randomly and when it is in sleep mode, the source node
has to put the packet into its queue. Furthermore, when the
2nd-hop node sends packets to the 3rd-hop node, it cannot
receive the packets from the source node, due to wireless
interference. As a result, the source node’s queue length
could be very large.

For the 10th-hop node, if MuCHMAC is used, its queue
length becomes 50 several times, leading to queue over-
flows. Although a total of 2000 packets are generated from
the source node, only 1155 packets are received by the sink
node, which means most packet are dropped due to queue
overflow occurred in MuCHMAC. On the other hand, with
the CCMMA protocol, the queue length of the 10th-hop
node is always less than 10, and all 2000 packets are suc-
cessfully delivered to the sink node. This is because all
forwarding nodes can send packets with a short waiting
time.

6 Conclusion

This paper presented the design and evaluation of an inno-
vative cross-layer multichannel media access protocol for
IoT. The protocol is able to fully utilize the scarce spec-
trum resource, leveraging cooperative multichannel access
based on Latin rectangle. The routing-enhanced mechanism
achieves low packet delivery delay, as well as small jitter
and queue length, by enabling forwarding nodes to wake up
sequentially.

We conducted intensive evaluations of the proposed pro-
tocol in ns-2. CCMMA is demonstrated to reduce commu-
nication congestion up to 41 % in dense network with high
data rate, and significantly improves throughput in high traf-
fic loads. It is also demonstrated to reduce average delivery
delay by 79 % in a 20-hop multi-hop topology. In addi-
tion, CCMMA achieves better jitter performance that is only
17 % and 5 % of the jitters generated in MuCHMAC in
low data rate and high data rate situations, respectively.
CCMMA also achieves much smaller queue length at both
the source node and forwarding nodes.
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